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Fibonacci operational matrix algorithm for solving differential equations of Lane-Emden type

Musa Çakmak*

Abstract

The aim of this study is to provide an effective and accurate technique for solving differential equations of Lane-Emden type as initial value problems. In this study, a numerical method called Fibonacci polynomial approximation method (FPAM) is established for the approximate solution of Lane-Emden type differential equations by using Fibonacci polynomials. A matrix equation can be solved depending on the reduced form of the Lane-Emden type differential equations, which is characterized by an algebraic equation system, with the matrix relations of Fibonacci polynomials and their derivatives and their unknown Fibonacci coefficients. In addition, numerical results are given by comparisons to confirm the reliability of the proposed method for Lane-Emden type differential equations.
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1. INTRODUCTION

The astrophysicist Jonathan H. Lane (1870) and Robert Emden (1907) first studied the Lane-Emden equation. In view of the classical laws of thermodynamics, the thermal behavior of a spherical gas cloud acting under the mutual attraction of its molecules was taken into account [1,2]. The famous Lane-Emden equation was used to model several cases of astrophysics, such as mathematical physics and stellar structure theory, isothermal gas spheres, thermal behavior of a global gas cloud, and the theory of thermionic currents [3,4]. Numerous works have been done on these sorts of problems for many structures. Differential equations such as Lane-Emden type differential equations, delay differential equations, differential-difference equations and pantograph equations have been studied by different authors with different methods. Lane-Emden type differential equations are similar to differential-difference equations and pantograph equations. Therefore, the solution methods are similar. Researchers who want to take a look at these types of differential equations can also look at the following-[4-16]. On the other hand, researchers who want to study the numbers of Fibonacci, which are the basis of fibonacci polynomials used in mathematics and in many fields of art, can look at the following studies: [17-18]. Authors in [6] used Laguerre polynomials to solve the Lane-Emden type differential equation. In this work, we use Fibonacci polynomials for the solution of the same equation. In this study, the numerical algorithm is presented to solve the differential equation of Lane-Emden type by using the matrix relations between Fibonacci polynomials and their derivatives [6]
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\[ \psi ''(\gamma z + \tau) + q(z)\psi ''(\beta z + \eta) + p(z)\psi (\alpha z + \mu) = g(z), \quad 0 \leq z \leq 1 \]  
(1)

under the initial conditions
\[ \psi (0) = \omega_0, \quad \psi '(0) = \omega_1 \quad 0 \leq z \leq 1 \]  
(2)

and the solution is defined in the truncated Fibonacci series form
\[ \psi (z) = \sum_{n=1}^{N} a_n F_n(z), \quad 0 \leq z \leq 1 \]  
(3)

In here, \( N \) is chosen any positive integer bigger than \( 0 \). \( a_n, n = 1, 2, ..., N + 1 \) are unknown Fibonacci coefficients and \( F_n(z) \) are the Fibonacci polynomials defined by [17,18]
\[ F_n(z) = \sum_{i=0}^{\left\lfloor \frac{n-1}{2} \right\rfloor} \binom{n-1-i}{i} z^{n-2i} \quad n \geq 2. \]  
(4)

The layout of this article is as follows. Firstly Fibonacci polynomial defined in Section 2 for the next sections. Functional differential equation with variable coefficients, fundamental relations and operational matrices are exhibited in Section 3. The algorithm is based on the FPAM and solution procedure for Lane-Emden type differential equations is expressed in Section 4. To support the operations performed, numerical examples and their comparative results are expressed in Section 5. Finally, this work concludes with a short brief in Section 6.

2. \( k \)-FIBONACCI SEQUENCE AND FIBONACCI POLYNOMIALS

**Definition 1.** [17,18] For any positive number of real \( k \), the \( k \)-Fibonacci sequence, say \( \{F_{k,n}\}_{n \in \mathbb{N}} \) is expressed recurrently by \( F_{k,n+1} = kF_{k,n} + F_{k,n-1} \) for \( n \geq 1 \), with initial condition \( F_{k,0} = 0 \); \( F_{k,1} = 1 \). If \( k \) is a real variable \( z \) then \( F_{k,n} = F_{z,n} \) and they symbolized by the Fibonacci polynomials which is defined by

\[ F_{n+1}(z) = \begin{cases} 1 & \text{if } n = 0 \\ z & \text{if } n = 1 \\ zF_n(z) + F_{n-1}(z) & \text{if } n > 1. \end{cases} \]  
(5)

3. OPERATIONAL MATRICES

To obtain an expansion form of the solution of the Lane-Emden equation, we use the FPAM as follows. Assume that (1) has a continuous function. Assume that (1) can be defined
\[ \psi(z) = \sum_{n=1}^{\infty} a_n F_n(z) \]  
(6)

Then, a truncated expansion of \( N + 1 \)- Fibonacci polynomials can be written in the vector form
\[ \psi_{N+1}(z) = \sum_{n=1}^{N+1} a_n F_n(z) = F(z)A \]  
(7)

in which respectively, the unknown Fibonacci coefficients column vector \( A \) and the Fibonacci row vector \( F(z) \) are given, by
\[ A = [a_1 \quad a_2 \quad ... \quad a_{N+1}]^T, \quad F = [F_1(z) \quad F_2(z) \quad ... \quad F_{N+1}(z)]_{(N+1) \times 1}. \]  
(8)

The \( k \)th order derivatives of (7) can be formulated as in [14,15]
\[ \psi_{N+1}^{(k)}(z) = \sum_{n=1}^{N+1} a_n^{(k)} F_n(z) = F(z)A^{(k)}, \]  
(9)

in which \( a_n^{(0)} = a_n \), \( \psi^{(0)}(z) = \psi(z) \) and
\[ A^{(k)} = [a_1^{(k)} \quad a_2^{(k)} \quad ... \quad a_{N+1}^{(k)}]^T \]  
(10)

is the coefficient vector of polynomial approximation of \( k \)th order derivative. Then, \( A^{(k+1)} = M^{(k)} A, \quad k = 0, 1, 2, ..., n \) (11) where
M is \((N+1) \times (N+1)\) operational matrix for the derivative expressed by [14,15]

\[
M = \begin{bmatrix}
0 & 1 & 0 & -1 & 0 & 1 & \ldots & \sin \left( \frac{N \pi}{2} \right) \\
0 & 0 & 2 & 0 & -2 & 0 & \ldots & 0 \\
0 & 0 & 0 & 3 & 0 & -3 & \ldots & 3 \sin \left( \frac{N-2 \pi}{2} \right) \\
0 & 0 & 0 & 0 & 4 & 0 & \ldots & 0 \\
0 & 0 & 0 & 0 & 0 & 5 & \ldots & 5 \sin \left( \frac{N-4 \pi}{2} \right) \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & 0 & 0 & 0 & \ldots & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \ldots & 0 \\
\end{bmatrix}
\]

Making use of (9) and (11), produces

\[
\psi^{(k)}_{N+1}(z) = F(z)M^{(k)}A,
\]

\(k = 0, 1, \ldots, n.\)

4. TRANSACTIONS FOR THE SOLUTION OF THE EQUATION

Let us take into account the second-order differential equation of Lane-Emden type,

\[
\psi''(yz + \tau) + Q(z)\psi ''(\beta z + \eta) + P(z)\psi (az + \mu) = G(z),
\]

where

\[
Q = \begin{bmatrix}
q(z_1) & 0 & \cdots & 0 \\
0 & q(z_2) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & q(z_{N+1}) \\
\end{bmatrix},
\]

\[
P = \begin{bmatrix}
p(z_1) & 0 & \cdots & 0 \\
p(z_2) & \cdots & 0 \\
\vdots & \ddots & \vdots \\
p(z_{N+1}) & \cdots & 0 \\
\end{bmatrix},
\]

\[
F = \begin{bmatrix}
F_1(z_1) & F_2(z_1) & \cdots & F_{N+1}(z_1) \\
F_1(z_2) & F_2(z_2) & \cdots & F_{N+1}(z_2) \\
\vdots & \vdots & \ddots & \vdots \\
F_1(z_{N+1}) & F_2(z_{N+1}) & \cdots & F_{N+1}(z_{N+1}) \\
\end{bmatrix},
\]

and \(G = [g(z_1) g(z_2) \ldots g(z_{N+1})]^T.\)

Note (An arbitrary point very close to 0 can be selected instead of \(z_1 = 0,\) to remove the indefinite in the only \(q(z) = \frac{r}{z}\) function at the only \(z_1 = 0,\) collocation point. It is seen with the Maple 14 program that arbitrarily selected this point does not affect the result).

Hence, at the collocation points in (15), derivatives of the unknown function \(\psi\) can be written in the matrix form as

\[
[\psi^{(2)}_{N+1}(z_i)] = F(z_i)M^2A,
\]

\(i = 1, 2, \ldots, N + 1,\)

or, alternatively,

\[
\psi^{(2)} = \begin{bmatrix}
\psi^{(2)}_{N+1}(z_1) \\
\psi^{(2)}_{N+1}(z_2) \\
\vdots \\
\psi^{(2)}_{N+1}(z_{N+1}) \\
\end{bmatrix} = FM^2A.
\]

To express the functional terms of (1) as in the form (7), let we put respectively, \(yz_i + \tau, \beta z_i + \eta, \alpha z_i + \mu\) instead of \(z\) in the relation (20) and then obtain
\[
[\psi^{(2)}_{N+1}(\gamma z + \tau)] = \mathcal{F}(\gamma z + \tau)M^2A, \\
[\psi^{(1)}_{N+1}(\beta z + \eta)] = \mathcal{F}(\beta z + \eta)M^2A, \\
[\psi^{(2)}_{N+1}(\alpha z + \mu)] = \mathcal{F}(\alpha z + \mu)M^2A, \\
1, 2, \ldots, N+1
\]

\[
\mathcal{F} \text{ are Fibonacci operational matrices corresponding to } (\gamma, \tau), (\beta, \eta) \text{ and } (\alpha, \mu) \text{ where}
\]

\[
\mathcal{F}(\sigma_p, \rho_m) = \\
[ F_1(\sigma_p z + \rho_m) \quad F_2(\sigma_p z + \rho_m) \quad \cdots \quad F_{N+1}(\sigma_p z + \rho_m) ]
\]

Therefore, replacing (20) and (21) in (17) gives the fundamental matrix equation for problem (14) as

\[
\psi^{n}_{y(a)} + Q \psi^{n}_{(\beta, \eta)} + \psi^{n}_{(\alpha, \mu)} = G
\]

\[
\mathcal{F}(\gamma z + \tau)M^2A + Q \mathcal{F}(\beta z + \eta)M^2A + P \mathcal{F}(\alpha z + \mu)A = G
\]

\[
\begin{cases}
\mathcal{F}(\gamma z + \tau)M^2 + Q \mathcal{F}(\beta z + \eta)M^2 + P \mathcal{F}(\alpha z + \mu) \\
\end{cases}
\]

which corresponds to a system of 

\[
W = \begin{bmatrix}
W_{u_1,1} & W_{u_1,2} & \cdots & W_{u_1,N+1} \\
W_{u_2,1} & W_{u_2,2} & \cdots & W_{u_2,N+1} \\
\vdots & \vdots & \ddots & \vdots \\
W_{u_{N+1},1} & W_{u_{N+1},2} & \cdots & W_{u_{N+1},N+1} \\
\end{bmatrix}
\]

(23)

Therefore, the augmented matrix of (23) becomes

\[
[W; G]
\]

(24)

On the other hand, in view of (13), the conditions (2) can be considered by following the initial conditions

\[
U_j = \left[ \sum_{k=0}^{1} a_{jk} \psi^{(k)}(0) \right] = [\omega_j], \; j = 0, 1
\]

(25)

where

\[
\begin{align*}
F_{\mu_n} = & [F_1(0), F_2(0), \ldots, F_{N+1}(0)] \\
U_j = & [u_{\mu_n}] = \sum_{k=0}^{1} F(0)M^k A
\end{align*}
\]

(26)

Therefore, the augmented matrix of the initial condition is

\[
[U_j; \omega_j] = [u_{j1}, u_{j2}, \ldots, u_{jN+1}; \omega_j].
\]

Consequently, if the matrix in (24) is combined with the matrix of (27) and the necessary arrangements are made, then the new augmented matrix is obtained.

\[
(W^*; G^*) = \\
\begin{bmatrix}
\begin{array}{cccc}
W_{u_1,1} & W_{u_1,2} & \cdots & W_{u_1,N+1} \\
W_{u_2,1} & W_{u_2,2} & \cdots & W_{u_2,N+1} \\
\vdots & \vdots & \ddots & \vdots \\
W_{u_{N+1},1} & W_{u_{N+1},2} & \cdots & W_{u_{N+1},N+1} \\
\end{array}
\end{bmatrix}
\]

(28)

Of course, the determination of the \(W^*\) matrix in the above form should be non-zero. In this case, after several algebraic operations, unknown Fibonacci coefficients can be easily obtained from the \([W^*; G^*]\) form.

Also the correctness of the method can be easily checked. As truncated Fibonacci series expansion is an approximate solution of (1) with (2), it must satisfy the following equality for

\[
z = z_n \in [0, b], \; n = 1, 2, \ldots, N + 1,
\]

\[
E(z_n) = \left| \psi^n(\gamma z_n + \tau) + q(\gamma z_n)\psi^n(\beta z_n + \eta) + q(\gamma z_n)\psi^n(\alpha z_n + \mu) - g(z_n) \right| \leq 10^{-m},
\]

(30)

or \(E(z_n) \leq 10^{-m}\) (m is any positive integer). (30) when max \(10^{-m} = 10^{-m}\) (m is any integer) is commanded, the truncation limit \(N\) increased until the difference \(E(z_n)\) at each of the collocation points becomes smaller than the desired value \(10^{-m}\).

5. ILLUSTRATIVE EXAMPLES

In this section, some numerical examples are given to illustrate the efficiency and applicability of the proposed method. It is also noticeable that the computations throughout this study are performed in the Maple 14 environment.

Example 1. Take into consideration a second order differential equation of Lane-Emden type [6]
\( \psi^\prime(2z-1) + \frac{2}{z} \psi^\prime(3z) + z\psi(z-1) = \) \( z^4 - 5z^3 + 7z^2 + 63z - 34, \ 0 \leq z \leq 1 \) \( \) with the initial conditions \( \psi(0) = \psi'(0) = 0. \) \( \) \( \) The exact solution of the differential equation given above is known as \( \psi(z) = z^3 - 2z^2. \) It is clear from (31) that the coefficients are \( q(z) = \frac{r}{z}, \ r = 2, \ \gamma = 2, \ \tau = -1, \) \( \beta = 3, \ \eta = 0, \ \alpha = 1, \ \mu = -1, \) \( p(z) = z \) and the function \( g \) is \( g(z) = z^4 - 5z^3 + 7z^2 + 63z - 34. \) The augmented matrix for treating Eq. (31) at the collocation points \( \{z_1 = 0, \ z_2 = 1/3, \ z_3 = 2/3, \ z_4 = 1\} \) is \( \) \( [W,G] = \) \( \begin{bmatrix} 0 & 20 & 2 & 34 & ; & -34 \\ 1 & 52 & 391 & 2224 & ; & -1004 \\ \frac{3}{9} & 9 & 27 & 81 & ; & 81 \\ 2 & 25 & 398 & 3526 & ; & 796 \\ \frac{3}{9} & 9 & 27 & 81 & ; & 81 \\ 1 & 2 & 15 & 64 & ; & 32 \end{bmatrix} \) \( \) (33) \( \) where \( \) \( [W,G] = \) \( \begin{bmatrix} 0 & 1 & 0 & -1 \\ 0 & 0 & 2 & 0 \\ 0 & 0 & 0 & 3 \\ 0 & 0 & 0 & 0 \end{bmatrix} \) \( \) \( M = \) \( \begin{bmatrix} 2/(0/3) & 0 & 0 & 0 \\ 0 & 2/(1/3) & 0 & 0 \\ 0 & 0 & 2/(2/3) & 0 \\ 0 & 0 & 0 & 2 \end{bmatrix} \) \( \) \( \) \( Q = \) \( \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 1/3 & 0 & 0 \\ 0 & 0 & 2/3 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \) \( \) \( G = \) \( \begin{bmatrix} -34 \\ -1004/81 \\ 796/81 \\ 32 \end{bmatrix} \) \( \) \( P = \) \( \begin{bmatrix} 0 & 20 & 2 & 34 \\ 1 & 52 & 391 & 2224 \\ \frac{3}{9} & 9 & 27 & 81 \\ 2 & 25 & 398 & 3526 \\ \frac{3}{9} & 9 & 27 & 81 \\ 1 & 2 & 15 & 64 \end{bmatrix} \) \( \) (34)
Here we see that the result is unchanged when we place $\frac{2}{(0.1/3)}$ or $\frac{2}{(0.01/3)}$ or $\frac{2}{(0.001/3)}$ instead of only $q(z) = \frac{2}{(0/3)}$ in the only Q matrix.

The matrix of the initial conditions (32) for $j = 0, 1$ from equation (27) will be

$$[U_j, \varphi_j] = \begin{bmatrix} 1 & 0 & 1 & 0 & ; & 0 \\ 0 & 1 & 0 & 2 & ; & 0 \end{bmatrix}$$

Thus, from (28), the new augmented matrix with the matrix of the conditions above can be obtained as shown below:

$$[W^*, G^*] = \begin{bmatrix} 1 & 0 & 1 & 0 & ; & 0 \\ 0 & 1 & 0 & 2 & ; & 0 \\ 2 & 25 & 398 & 3526 & 796 & ; \\ 3 & 9 & 27 & 81 & 81 & ; \\ 1 & 2 & 15 & 64 & 32 & ; \end{bmatrix}$$

Solving this system gives the coefficient vector $A_3 = [2 -2 -2 1]^T$ which implies that applying the method for $N = 3$ is enough to have the exact solution $\psi_3(z) = z^3 - 2z$. When the similar work is done for $N = 4$, the coefficient vector $A_4 = [2 -2 -2 1 0]^T$ is obtained. So that for $N = 4$ the exact result is obtained.

**Example 2.** Consider a second order differential equation of Lane-Emden type

$$\psi''(z) + \frac{2}{z} \psi'(z) - 2(2z^2 + 3)\psi(z) = 0, \quad 0 \leq z \leq 1$$

with the initial conditions

$$\psi(0) = 1, \quad \psi'(0) = 0$$

The exact solution of (36) is $\psi(z) = e^{(z^2)}$ [6]. The approximate solutions of Example 2 are calculated for different values of $N$, and the comparison of absolute errors in the range [0,1] is given in Table 1. Moreover, comparisons of absolute errors of present Fibonacci approach in Example 2 are given in Figure 1 and Figure 2, for $N = 8, 10, 12$, respectively. Also, we can obtain approximation solution of Example 2 for $N = 12$ as follows:

$$\psi_{12}(z) = \frac{(z^2 + 1)^6}{20} - \frac{(z^2 + 1)^3}{5} + \frac{(z^2 + 1)^2}{2} - \frac{(z^2 + 1)}{2}$$
Figure 1. Comparison absolute errors of present Fibonacci approach of Example 2 for $N = 8,10,12$.

Figure 2. Comparison exact and numeric solution of present Fibonacci approach of Example 2 for $N = 8,10,12$.

**Example 3.** Take into account a second order differential equation of Lane-Emden type [6]

$$\psi''(3z-1)+\frac{2}{z}\psi'(2z)+z\psi(z+1)=z^4+3z^3+3z^2+44z-6,$$

$$0 \leq z \leq 1$$

with the initial conditions

$$\psi(0)=1, \; \psi'(0)=0 \quad (40)$$

The exact solution of the differential equation given above is known as $\psi(z)=z^3+1$. If the solution technique proposed above is used, the unknown Fibonacci coefficients, respectively, $A_3=[-1-2 \; 0 \; 1], A_4=[-1-2 \; 0 \; 1 \; 0]$ and $A_{11}=[-1-2 \; 0 \; 1 \; 0 \; 0 \; 0 \; 0 \; 0 \; 0 \; 0 \; 0 \; 0 \; 0 \; 0]$ are found for $N=3,4,11$. So that, the exact solution and the approximate solutions obtained are same.

### 6. CONCLUSION

In this study, the FPAM is presented to differential equations of Lane-Emden type as initial value problems. In short, if we need to explain this technique, Firstly, the truncated Fibonacci polynomial is written in the form of the row vector and the unknown Fibonacci coefficients are written in the form of the column vector. Secondly, the form of matrix of the derivatives of the Fibonacci polynomial is generated using the operational matrix. Then, Lane-Emden type differential equation is converted to matrix form by using collocation points. If the initial values are written in the form of a matrix and necessary arrangements are made, then the expanded matrix is obtained. When the generalized matrix is solved, unknown Fibonacci coefficients are found. So, if these coefficients are applied to the truncated Fibonacci polynomial with unknown coefficients, then the desired solution is found.

Also, explanatory and comparative examples are given to show that FPAM technique is a viable technique. It can be seen from the solved examples that the FPAM can be give better results than some polynomial approach such as Laguerre polynomial approach. The FPAM can be expected an encouraging method for reaching an analytic solution to than Lane-Emden type differential equations.
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